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Abstract

Haptic Collaboration Virtual Environment (HCVE) is
an enhanced virtual reality space with haptic interface
support. HCVE users are connected together over the
network and are able to work together by using sense of
touch, i.e. haptics as well as audio and visual interfaces.
In HCVE, the communication of haptic data is
challenging because of time-varying network conditions
and extremely high data rate. To mitigate such difficulties,
we propose a linear prediction algorithm and a buffering
scheme which is an integrated scheme for haptic data
transmission. The prediction algorithm is to minimize the
negative effects from network delay, loss and jitter, while
the buffering scheme is to easily synchronize haptic
interaction. For the evaluation of our proposed schemes,
we build an experimental test bed for HCVE. As the result,
we observe that our schemes are effective in improving
the quality of haptic experiences. The quantitative
measurement results are presented

1. Introduction

Haptic Collaboration Virtual Environment (HCVE) s
avirtualrealityspacewithhapticinterfacesupport. Users
of HCVE coeperate each other over the network by
using the haptic interfaces as well as audio and visual
interfaces. In this section, the main idea of haptic
rendering,mainchallengesofHCVEandrelatedresearch
arepresented.

The goal of haptic rendering is to enable a user to
touch, feel,andmanipulate virtual objectsthroughhaptic
interfaces as realistically as possible [1], [2]. A force-
feedbackdevicecangeneratekinestheticinformationand
temporal tactile information. By using these perceptual
cues suchas shape, stiffness, texture and friction, haptic
renderingcanrendervariouspropertiesofavirtualobject.
Unlike visual rendering, a minimum update rate to
achieve realistic haptic rendering depends on the
propertiesofvirtualobjectsandaforcefeedbackdevice.
Recommended update rates are 1 KHz and 5 KHz10
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KHz for a rigid surface and a textured surface
respectively. For a transformable object, itis advised to
keeptherateasfastasyoucan.

With improved reality and immersion experience,
HCVE isparticularly proper for educational simulations
[3], [4]. Timevarying network conditions pose
challengestosuccessfulcommunicationofhapticdata[5].
Adverse network links sometimes cause irregular force-
feedback which deteriorates the haptic experiences [6].
The transmission of the haptic data, which mainly
consists of the position information of haptic device
pointersandthatofobjectsmanipulatedbyhapticdevice
pointers, isbasicallysimilartothemultimediastreaming.
However,itismuchmore demandingbecause the haptic
renderingraterequired for satisfactory haptic experience
isquitehigherthanthatofgraphicrendering; 1 KHz for
haptics,incontrastto30Hzforgraphics.

To meet such challenges, there have been various
research efforts. For group synchronization control, Y.
Ishibashi etal propose virtual time rendering algorithms
[7]. Hikichi et al employ a queue monitoring algorithm
[8]designed for efficient haptic collaboration. However,
theseapproacheshavelimitationsthattheyarenotableto
cope with delay, loss and jitter at the same time like an
integratedhapticdatatransmissionsystem..

Inthis paper, we propose an efficient scheme for the
hapticdatatransmissiontomitigatenegativeeffects from
delay,lossandjitter. Thecoreideaisbasedonprediction
and buffering. The prediction is to cope with loss and
excessive delay employing extrapolation, while the
buffering is to deal with moderate delay and jitter. To
evaluatetheproposedschemes, webuildanexperimental
HCVE test bed with network emulator, NIST Net that
enables us to simulate real network conditions and
perform tests under different delay, loss and jitter
conditions. After experiments of the performance of our
proposedschemes,weconcludeoursystemisefficient.

In section 2, we describe our haptic collaboration
application. The details of our proposed schemes are
presented in section 3, the experiment results are
discussedinsection4,andsection 5 concludes ourwork
anddiscussesthefuturework.
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3. Haptic Collaboration Application

We describe in this section the development of the
haptic collaboration application that enables humanto-
humanhapticinteractionoverthelnternet.

2.1. Overview

Figure 1 shows a virtual 3D room for the haptic
collaboration. Theobjectiveisthatusersworktogetherto
move the cube to where the sphere is by ‘haptically’
touching the cube with their probes. The probes, one
probeforoneuser,aredrawnassmallballsinthefigure
andrepresentthehapticinterfacepointers. Usersareable
to lift, push, or rotate the cube if they manipulate the
probescooperatively: forexample, toliftup the cube, at
least two users should position their probes underneath
the cube and move themupward withoutlosing balance.
Since all the users collaborate over the network, the
network conditions can affect the quality of the
collaboration.

O
g

Figure 1. Snapshot of the haptic Collaboration
application

2.2. Software Setup

The aforementioned haptic application depends on
several software libraries as shown in Figure 2.
QUANTA networking library is used to implement the
hapticdatatransmissionover UDP.Forhapticrendering,
we use OpenHaptics toolkit [9] which provides both
Haptic Library API (HLAPI) and Haptic Device API
(HDAPI).HLAPIisforrenderinghapticallystaticobjects
such as theroomin Figure 1 and able to generate high
quality forcefeedback based on OpenGL framebuffer.
HDAPIisusedforrenderingdynamicobjectssuchasthe
cube. Open Dynamics Engine (ODE) is also used to
enhance the movement animation of the cube. The
detailed information of Openhaptics and QUANTA
NetworkingToolkitisstatedbelow.
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Figure 2. Software Libraries for haptic collaboration
application implementation

2.2.1 OpenHaptics

Figure 3 illustrates the structure of the OpenHaptics
Toolkit from SensAble [9] which is an application that
enables software developers to add haptics and true 3D
navigationtoabroadrangeofapplications,including3D
design and modeling. OpenHaptics is patterned after
OpenGL® API, making it familiar to graphics
programmers and facilitating integration with new or
existing OpenGL. This toolkit handles complex
calculations and provides lowlevel device control for
advanced developers. The architecture of OpenHaptics
Toolkitisshownbelow.

HDAPI (Haptic Device API) is a lowlevel
foundational layer for haptics. It is best suited for
developers who are familiar with haptic paradigms and
sending forces directly. This includes those interested in
hapticsresearch, telepresence,and remotemanipulations.
HLAPI (Haptic Library API) is designed for highlevel
haptics scenerendering. Itistargeted at developers who
areless familiar with haptics programming, butdesire to
quickly and easily add haptics to graphics applications.
Utilities include mathematical and necessary functions
such as vector and matrix calculations that are used for
hapticdevices.

The OpenHaptics Toolkit

Haptic Library API (HLAPI)
Source

Utilties Cade Examples

Haptic Device API (HDAPI)

PHANTOM Device Drivers (PDD)
Figure 3. The Openhaptics Toolkit

2.2.2 QUANTA Networking Toolkit

QUANTA (The Quality of Service Adaptive
Networking Toolkit) is a crossplatform adaptive
networkingtoolkitforsupporting thediversenetworking
requirements of latencysensitive and bandwidth-
intensive applications [10]. It provides Reflector
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TCP/UDP,Parallel TCPandReliableBlastUDPbyusing
TCPandUDP. Inaddition, itsupportsthe featuressuch
asIPv4,IPv6,threadandmu  tex.SinceQUANT Ainherits
CAVERN (CAVE Automatic Virtual Environment
Research Network) from CAVE (CAVE Automatic
Virtual Environment)Systems, itsstructureissuitablefor
DVE (Distributed Virtual Environment) Systems. In this
study, we developed a network module with the
QUANTALibrary.

2.3. Client and Server Architecture

The haptic collaboration is based on the client and
serverarchitectureasshowninFigure4:clientssendtheir
own haptic data to a server, which in turn performs
calculationnecessary forthehapticrendering. Thehaptic
data of clients, mainly haptic pointer positions, are
obtained from haptic interfaces attached to client
machines. With the received haptic position data, the
serverdetectspossible contactsbetweenthe clienthaptic
pointer and the cube, and applies the springdamper
modeltoobtainpositionsandrotationanglesofthecube.
Thentheserversendstheinformationofthecubeandthe
received haptic pointer positions to clients and clients
calculateforcefeedbackvaluesanddisplaythescene.

Packet
Cube Position and Rotation
Hapfic Pointer Position and Rotation

l Server

Client

Packet : Haplic Pointer Position and Rotation
Figure 4. Client/Server Architecture

3. Haptic Data Transmission Scheme

In this section, we propose a scheme for the haptic
data transmission. Considering that the haptic data is
susceptible to the network conditions [ 1], the basic idea
of our scheme is the wellbalanced combination of
extrapolation, bufferingand synchronizationasshownin
Figures5.

Before discussing our scheme in detail, we first
introduce some of supporting modules to compose our
scheme. Calculation Module (CM) of the server is
responsible for the collisiondetection and physics
calculation,NetworkModules(NMs)oftheclientandthe
server are for communicating the haptic data in UDP,
Rendering Module (RM) of the client is for graphic
rendering,andHapticInputModule(HIM)oftheclientis
forcollectingdatafromthehapticinterfaces.
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Key modules to implement our proposed scheme are

Prediction Module, Delay Synchronization Module,

Buffer, and Delay Module. We discuss each of the

modulesindetailinthefollowingsubsections.

Server
Calculation
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.l
L I Delay
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e Delay notification packet

= — Buffering time nofification packet
Figure 5. Scheme for Haptic Data Transmission

3.1. Prediction Module

Prediction Module (PM) is to compensate for packet
lossandjitter. Sinceclientsandaservertransmitpackets
every lms,PMsonboththeclientsandtheservercheck
whether packets arrive every 1 ms. If packet loss is
detected, PM applies a linear algorithm to predict next
positionsofthe haptic pointersand the cube. Inthe case
of jitter, outeferder packets are detected by packet
sequence numbers and discarded. PM compensates for
thediscardedpacketsinthesimilarwaytothelostpacket
compensation.

Thepositionpredictionisexecutedasfollows:

)(n = )(n-[ + Vn-[ (1)
Vn-] = )(n-] - Xn-2 (2)
where Xn is the predicted position while Xni
correspondstothepreviousposition, Vni isthevelocity
ofthecubeorhapticpointer’sposition.
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3.2. Delay Synchronization Module, Buffer and

Delay Module

Delayharmsthehapticcollaboration. Oneexample of
the negative effects of delay is that, in the case of the
applicationofSection2,allclientsseethesamecubebut
allindifferentpositions.

In order to cope with this spatial desynchronization
problem, we propose Delay Synchronization Module
(DSM) attheserversideand Delay Module (DM)atthe
client side. The whole idea of DSM and DM for
synchronizationisthatclients should put offtheirhaptic
rendering until all of them become ready to start the
rendering simultaneously. For this, DSM decides
bufferingtimes foreachclient,i.e. howmuchtime each
connectedclientshouldwaitbeforeitsrendering. Clients
arerequired to reporttheir measured delay to the server
every 5 secondsand DSM calculates the buffering times
foreachclientasfollows.

M= MAX(D],Dg,D3, .. .,D,,) (3)

R,=M-D, 4
where Di is the delay reported from client i, M is the
maximumofDi, Riisthebufferingtimeforclienti. For
example,ifMis 100msand D1 is 10 ms, the buffering
timeforclient1 becomes90ms.

During the buffering time, clients store the received
haptic packet data into their Buffer (BF). Since every
packethasitssequencenumber,thepacketsinBFcanre-
ordered insequence, thus eliminatingjitter effect. When
startingthehapticrenderingwiththedatainBF,DMuses
thefollowingequationstocalculatethehapticpositions.

P,=C-R, (R>0) (5
CP, = BF[I(P,)] (6)

where Cdenotes the current time in
buffering time, P , is the difference between the current
time and the buffering time, /(P ) is the index of the
buffer,and CP,isthepositiondatathatwillberendered.

4. Experiments

Weperformexperimentsto evaluate the efficiency of
our proposed scheme. In this section, we describe a test
bed,assessmentmethodsanddiscussresults.

4.1. Test-Bed

The test bed is composed of three parts; a server,
clients,andanetworkemulator, NIST Net, whichisable
toemulateawide variety of network conditions [2]. The
haptic device thatwe use for experimentsis PHANToM
Omni [9]. We set its rendering rate to 1 KHz. Other
detailsareshowninTablel.
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ms, R, denotesthe

Table 1. Test-bed Configuration

ServerComputer ClientComputer

AMDAthlonTM SensablePHANToMHapticdevice
64Processor3500+  DellPrecisionPWS380Intel®
2.21GHz1.00GB Pentium4CPU3.20GHz,1.00GB
RAM RAM

OS:Microsoft NVIDIAQuadroFX1400Graphic
WindowsXP Card

Professional OS:MicrosoftWindowsXP
Version2002 Professional Version2002Service
ServicePack2 Pack2

4.2. Assessment Method

To evaluate the performance of PM, we compare the
cube positions obtained from the clients with the
predicted positions at the server under various network
conditionsofdelay,loss,andjitter.

For DSM and DM, we record the cube positions at
each client and compare them each other to see the
differences. The expression used for evaluation is as
follows:

e;= o=z P+ ly—u/ P+ z—2) ™

wherexi, yi, ziare the currentposition ofthe cube at
clienti,whilexi’, yi', zi" are the latest cube position
calculated at the server. The smaller ei is, the more
accurateourschemeis.

4.3. Experiments

In the first experiment, we evaluate PM under 15%
packetlosscondition. AsshowninFigure 6 wherethe x
axis indicates the elapsed time in millisecond and the y
axis represents errors, our proposed scheme is more
accuratethanthe case without PM. The average error of
ourschemeis0.012while0.09withoutPM.
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Figure 6. Haptic data transmission under 15% losses
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In the second experiment, we evaluate PM under 50
msjitter. AsshowninFigure 7, our proposed scheme is
stillmoreaccuratethanthecasewithoutPM.Theaverage
error of our scheme is 0.102 while 0.863 without PM.
Onethingtonoteisthattheaverageerrorinthe case of
loss is much smaller than in the case of jitter, thus it
impliesthatPMworksbetterforthepacketloss.

g T T T T &
—&— Resut with the scheme
“ Result without the scheme

L w

Differences(pixel)

w

b P | b L J-
20 30 40 50 60 70
Time(ms}

Figure 7. Haptic data transmission under 50ms delay

In the third experiment, we evaluate DSM and DM.
Weinstall oneserverandtwo clients,and apply 100 ms
delaytothelinkbetweentheserverandoneoftheclients
sothattwoclientsareinasynchronousstate. InFigure 8
and9,thecircleplottedlinesaretheresultsattheclient’s
side under 100 ms delay and the square plotted lines
representtheresultsundernodelay. Also,Figure8and9
are for without the scheme and with the scheme
respectively, and the y axis represents the differences
betweenthecube’spositionsattheserverandattheclient.

—a—Client 1 {100ms delay)
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Figure 8. Haptic data transmission under 100ms delay
without the scheme

Astheresults,weobservethatourschemeisstillable
to achieve better performance than the case without the
scheme.InFigure8,thedifferencesbetweenthelinesare
quite large, thus the haptic collaboration is hardly
achievable. However,inFigure9inwhichourschemeis
activated,thedifferencesarenegligible.
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Figure 9. Haptic data transmission under 100ms delay
with the scheme

5. Conclusion and Future Work

Theobjectiveofourstudyistodevelopahapticdata
communication scheme that contributes to the successful
implementationof HCVE.Forthis,weproposethelinear
prediction and buffering schemes which are effective to
mitigate the negative effects of delay, loss, and jitter
conditions. In the experiments, we evaluate the
performance of our proposed schemes and find that the
resultsarepromising.

For future works, we plan to adopt more elaborative
interpolation methods for PM and search for other
synchronizationschemes.Inaddition,weneedtodevelop
quantitative evaluation methods for haptic collaboration
whichhasmorequalitativeandsubjectivecharacteristics.

Asanother futureresearchtopic, we will work onthe
QoS algorithms which cope with significant delay, jitter
andlossinhapticdatatransmission[11],[12],[13],[14],
[15],[16],[17],[18],[19]. Wewillalsoinvestigate some
of the adaptive transmission protocols for haptic
interactions.Inaddition, weneedtoassessthesubjective
quality of the haptic interactions in an objective way.
Later, we need to study the interelient synchronization
probleminhapticbasedCVEs[20],[21],[22],[23],[24],
in order to allow consistent collaboration among many
participants.
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